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Objectives and background of the case study 

This document provides a set of policy recommendations, based on the findings of a two-year long 
case study on data protection impact assessments. This case study was developed during the course 
of the Epinet project when it became apparent that there were certain clusters of issues like privacy, 
data control, safety, trust and standardization, which were perceived to be common to different 
work packages. These commonalities were especially due to the more generic and enabling 
character of the ICT technologies used in wearable sensors, robotics and smart energy grids (WP 3, 
4, 6). In order to address these issues head on, the goal was to bring these Òcross-cuttingÓ aspects 
together in a separate research line on data protection impact assessments. Central in this case is 
thus not a field or object of technological innovation, but rather the development of a new mode of 
technology assessment itself, which provided an interesting site for explicitly discussing issues of 
impact assessment. It also provided a good platform to make best use of the gathered expertise of 
some of the Epinet partners. On the one hand, this pertained to expertise with more substantive 
issues of privacy and data protection, on the other to expertise with more methodological issues 
(and drawbacks) of risk assessment and risk management. The idea was to work out an approach to 
data protection impact assessment that would go beyond the more narrow ways in which it is 
currently operationalized according to a risk management approach, by taking aboard both the 
learnings from STS & environmental governance (public participation and the role of uncertainty in 
risk assessments) and from law (contestability of risk evidence, due process requirements, lessons 
on privacy and data protection jurisprudence).  

Our policy recommendations are aimed at the Commission's DG-Connect, the European Data 
Protection Supervisor (EDPS) and the Article 29 Working Party , as well the individual Data 
Protection Authorities (DPAs) across Europe, considering recent legal and regulatory 
developments, for instance, the GDPR.1  It is also aimed at technology assessors involved in doing 
DPIAs or PIAs, as well as relevant regulatory bodies such as ENISA.  

 

Background 

One of the many novelties of the EU proposed General Data Protection Regulation (EU GDPR) 
consists in the introduction of data protection impact assessments (DPIAs), which presents new 
elements and challenges to legal practice. Since these assessments will become a mandatory 
exercise for data processors, this practice will become one of the important sites and apparatuses for 
the governance of new and emerging information technologies. An interesting novelty in this 
context is the concept of “risks to the rights and freedoms of data subjects” introduced as the focal 
point of data protection impact assessments. Article 33(1) GDPR states that ÒWhere processing 
operations present specific risks to the rights and freedoms of data subjects by virtue of their nature, 
their scope or their purposes, the controller or the processor acting on the controller's behalf shall 
carry out an assessment of the impact of the envisaged processing operations on the protection of 
personal data. The new Regulation seems to imply a shift towards more precautionary approaches 
compared to more classical data protection orientations. 

                                                
1 The General Data Protection Regulation (GDPR) for the EEA. European Parliament and the Council of the European 

Union. 2013. Regulation of the European Parliament and of the Council on the protection of individuals with regard to 
the processing of personal data and on the free movement of such data. 
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Currently, two mains technology-specific DPIA methodologies have been developed under EU 
leadership: the industry proposed PIA and DPIA framework for Radio Frequency IDentification 
applications (RFIDs) and a DPIA template for smart grid and smart metering systems proposed by 
the Expert Group (EG2) from the Smart Grids Task Force (2013). Both in these documents and in 
the most recent versions of the GDPR, a risk-based turn to data protection impact assessments (and 
to data protection in general) can be observed.  The DPIA methodology for the assessment of risk to 
rights is here based on a framework of risk assessment and risk management, directly imported 
from the organisational and business sphere. This becomes apparent in the wording used to frame 
the assessment like Òdata protection risk assessmentÓ, Òprivacy risksÓ and ÒlikelihoodÓ of 
occurrence, which make for a rather narrow conception of privacy taken over from computer 
security. 

The idea of assessing risks to rights is not as straightforward as it might seem. It is in fact a rather 
curious notion. Traditionally, rights and risks belong within very different spheres of knowledge 
and social organization. Rights typically belong to the domain of law where courts articulate them 
through legal concepts and procedures, predominantly after the event of an alleged breach of law 
and in terms of lessons drawn from the past. Risk often belongs to risk management practices, 
mainly in governance and large corporations, and is typically defined through scientific concepts of 
probability in dealing with the possibilities of futures events. In merging the concept of a risk with 
that of a right, the initial meanings of both are changed into something that could hardly be 
predicted in advance. Still, certain general traits are starting to emerge, each with its own prehistory 
and institutional setting.  

A major effort of the Epinet team has consisted in mapping relevant expertise and experiences with 
striking relations between risks and rights in different institutional fields like government, courts, 
civil society and organizational risk management (van Dijk et al. 2015). The result of this exercise 
can be seen in the inventory represented Annex I. This mapping research served to identify gaps 
and shortcomings in the way DPIAs are currently operationalized according to the risk management 
approach, which ascribes a greater role to managerial and organizational logics and procedures, 
possibly weakening the impacts of law. If unchecked or not accompanied by other measures and 
perspectives, the turn towards risk management could even pose new threats towards digital rights 
and freedoms. There is a need, therefore, to investigate the inclusion of other types of networks of 
expertise and concerned publics and data subjects, into the process of managing and assessing risks 
and rights.  

This is what Epinet set out to explore through the organization of two embedding event in 2013 and 
2014 with representatives of different professional communities, involved in, or with a stake in, the 
making of data protection impact assessments in the European Union. On the basis of the mapping 
research, the project team invited (and challenged) representatives from the professional 
communities of law (including human rights law), privacy impact assessors (including both 
assessment and social science perspectives), science and technology studies (especially of risk and 
governance), and data protection authorities (i.e. the EDPS). This mapping and embedding in this 
way thus provided opportunities for improvement and for lessons to be drawn from other practices 
and expertises that strike different relations between risks and rights (Rommetveit & van Dijk, 
2014). 

The considerations here pertain to general issues related to the introduction of data protection 
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impact assessments. Considering, the technology sector-specific DPIA methodological frameworks 
and templates for RFIDs and smart grids, these recommendations are further highly relevant for the 
on wearable sensors and smart grid technologies studied in the other Epinet case studies. For 
specific recommendations in these fields we can refer to the sections on data protection impact 
assessment in the policy documents in WP 3 (Gunnarsd—ttir et al., 2015) and, especially the call for 
"a more inclusive and flexible approach to data protection impact assessments"  in WP 6 (van der 
Sluijs et al., 2015), (Kloza et al., 2015). In the latter case, they pertain directly to the Data 
Protection Impact Assessment (DPIA) Template for Smart Grid and Smart Metering Systems. 
Considering the fact that the DPIA template for smart grids has just entered a two year test phase 
(starting in March 2015) to gather feedback in order to fine-tune and improve its efficiency and 
user-friendliness, we urge for the take-up and incorporation of these recommendation in this testing-
phase process.  
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Policy considerations  

 
Disconnect from publics versus need for public participation 
We have learned that there is a tendency to cancel out the views of the data subject within the new 

data protection regulation in general and in data protection impact assessments in specific. 
Furthermore, the DPIA template for smart grids explicitly describes the role of consumers 
during the execution of the DPIA as rather passive, unless his views are actively requested 
throughout the process. At the same time, the issue of public participation in assessments of the 
impacts of technologies is a central topic of discussion and a shared concern among several of 
the epistemic communities consulted in Epinet. 

 
Experimentation 
Experimentation is a concept has surfaced on several quite different occasions during the Epinet 

project. On one hand, it refers to collaborative experiments in self-hacking, self-awareness & 
autonomy as manifest in new movements towards self-care and health-care, but also in smaller 
communities experimenting with energy independence. These are based on user-centered 
computing and on collaborative practices. This model is interesting for a co-operation between 
different parties and actors focused on autonomy, but through doing things together. In a very 
different sense the term was used by PIA practitioners and data protection authorities to refer to 
collective experiments in the marketplace in order to push the limits of privacy sensitivities and 
acceptability, in order to Ótry out and see what happensÓ. Hence, questions arise: who gets to 
perform the public experiments, on whom, and according to whose knowledge and influence? 

 
Risk & Uncertainty .  
The differentiation between risk and uncertainty is at the core of some of the Epinet partner 

methodologies. Our research line on data protection impact assessments proposed to take into 
account one of the lessons of environmental governance on the relation between risk and 
uncertainty in the framing of the DPIA methodology. The term has been discussed by 
distinguishing between risk, uncertainty, ignorance, indeterminacy and ambiguity, and the 
observation has been made that present DPIAs strongly favor quantifiable, knowable risks 
only.  

 

Policy Recommendations  
 

(1) Learning as an Important Value for Technology Assessment 
 
First, an important matter is the point of learning or ÔheritageÕ itself for technology assessments. 
This is especially the case for those that migrate into a new field like is the case with data protection 
impact assessments. It is here import to draw lessons from other practices with relevant expertise 
and of learning from experiences attained in previous attempts. An important argument of Epinet is 
that there is a need for bringing more actors into the definition and exercise of data protection 
impact assessments, especially as these seem destined to become important parts of data protection 
in Europe (and beyond). Experiences from different assessment practices will be necessary for 
different contexts and problem matters. The question then is how to know when to use what kinds 
of methods and principles, and how to find (or orchestrate) a right balance between the different 
assessment perspectives. In doing so, we would also argue that there is a need to integrate human 
rights law and lessons from previous governance of risk and environment. 
Secondly, there is also important learning potential in performing impact assessments themselves. 
On the one hand, businesses will learn about privacy issues through doing privacy or data protection 
impact assessments, which is a first necessary (although not sufficient) step. On the other hand, 
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regulators can also partially learn how to regulate through impact assessments. This thus fits in a 
larger co-production of knowledge and normativity along a learning process within democracy.  
 

(2) Consensus points between the different epistemic networks 
 
a. A need for improved regulatory tools overall. There is a need for better regulatory and legislative 
mechanisms in coming to terms with risks and threats to fundamental rights and freedoms. At 
present we are looking at poorly regulated fields in which the general attitude is to introduce new 
technologies and see what happens. None of the participants actively disputed that new forms of 
regulation should be anticipatory and implemented as far upstream in developments and processes 
as possible, or throughout projects implementation (i.e. a life-cycle perspective). What is not agreed 
upon is the need for and importance of risk management, and what forms such management should 
take.  
b. A need for improved interdisciplinary and cross-domain collaborations. There is a need for 
increased and improved interdisciplinary collaboration, including also improved collaborations 
across sectors of society. Regulation must stretch beyond the legal to also include other forms of 
expertise. However, what shape, and what relations between law and other disciplines, should be 
sought out, remains in dispute. 
c. A need for including data subjects and concerned publics. The concern for the data subjects, 
users and citizensÕ point of view is voiced by several actors. It remains unclear however, how to 
bring the voices, values and perspectives of data subjects into the debate, and into the relevant 
assessment practices. Even as Epinet argued that broader perspectives and practices are essential to 
assessment practices, these cannot do without the inputs of broader publics, both for their 
substantial value contents and for democratic legitimacy. 

 
(3) Lessons from Data Protection Regulation: Regulators see the lack of regulation as reason 

for urgency. To them, the specifics of the assessment practices are not of primary 
importance but rather the imposition of regulation overall 
 

Regulators and users of assessments tended towards making pragmatic judgements based on what 
they regarded as the pressing needs and requirements of the situation. First and foremost regulation 
must be imposed on powerful actors in the field, and here assessments are but one part of the 
equation. Both the DPAs and data protection lawyers are preoccupied with how to extend regulation 
into fields of business, IT and administration. As such, they seem less concerned about the specifics 
of the assessment practices, i.e. whether they are conceived as DPIAs or PIAs; of chief importance 
are the imposition of regulation and the building of new regulatory capacities. This also entails 
starting from the state of affairs of law (in Europe) as a regulatory tool, and not as (also) a bottom-
up emergent phenomenon. As such data protection fits better (than privacy) since it is concerned 
with the expansion of positive rights rather than the (gradual) realisation of negative right to privacy 
as a human right. This is not necessarily in contradistinction to or disagreement with those 
favouring such engagements (i.e. human rights law and STS on governance), but stems from 
positioning oneself within the regulatory approach of the EU and relevant member states. 

 
(4) Lessons from Privacy Impact Assessment: Assessors worry about the inherent 

reductionism of the present GDPR proposal (Parliament version). The argue in favor of 
privacy IAs rather than DPIAs, and possible expansions towards broader impacts of 
surveillance on social groups 

 
Assessment practitioners are concerned about the character of the assessments themselves. In 
general there was lament about the present state of directions (especially the Parliament/LIBE 
proposal for GDPR), seeking to reduce assessments to dealing with data protection only and 
disregarding privacy (and, in the extension of this: also disregarding surveillance impacts on groups 
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and sociality). Here the criticism is not so much with the new risk assessment and management 
practices themselves: these are generally seen to be necessary and to have the capacity for raising 
awareness within the organisations that implement them. Rather, the critique is that these practices 
are being shaped too narrowly and should be more encompassing. The main tools for this would be 
privacy scholarship, ethics and social science.  
 

(5) Lessons from previous attempts towards risk management in the field of 
environmental governance 

 
From the perspective of Science and Technology Studies (STS), there are a number of critical 
lessons to be learned from previous experiences with risk management and assessment not presently 
taken into account. There is a strong tendency for risk discourses to overstep their legitimate 
boundaries and to be deployed also in areas where they do not belong. Regulators and assessment 
practitioners promoting DPIAs may be ignoring the power of the risk discourse, especially the 
impacts of strong tendencies towards quantification. The risk discourse is likely to encompass the 
language of rights by turning privacy in yet another interchangeable source of risk, and to obscure 
the underlying relations that are being produced. The fundamental notion introduced here is that 
risk, in spite of its scientistic coating, is always inherently normative and relational. It is important 
to investigate historically the kinds of risk assessment and management practices that have preceded 
privacy and data protection impact assessments: Technology Impact Assessments (TIA) and 
Environmental Impact Assessments (EIA). Also important is a due appreciation of the very 
character of the risky objects being assessed: whereas ÒlifeÓ in the early welfare state was a 
relatively manageable object, later transitions to ÒenvironmentÓ were much harder to quantify. How 
will then efforts towards risk managements of ÒprivacyÓ, or even ÒfreedomÓ fare? 
 

(6) Lessons from law: Legal concepts as conductors for assessment processes ~ Due process, 
proportionality & privacy harms 

 
Although many of the above considerations and recommendations can be taken on their own, our 
main recommendation is that the role of law in accommodating the new and emerging practices of 
DPIAs be more seriously considered. There are indeed a number of lessons that can be draw from 
legal principles and procedures, as we briefly outline in this section: 
 
From the perspective of human rights law, assessment practices could trap rights inside a regulatory 
and legalistic cage. Contributions from ethics, privacy scholarship and social science may not be 
able to counter this tendency but rather insert themselves on top of them and enhance them: many 
have argued that ethics and ELSA (ethical, legal and social aspects) remove the values from rights 
discourses in other areas (health, bioethics). This is likely to happen also in this field. Assessments 
based in organisational techniques, and using social science, ethics or privacy literature may 
dislocate the seat of assessments (towards risk assessors and privacy impact assessors), and away 
from the main legitimate actors in the field. Assessments should take into account lessons from 
human rights case-law by the appropriate courts (i.e. ECHR and others).  
 
There are several important tendencies to be discerned in the ECHR law with regard to the relations 
between risks and rights. They make the case for the argument of deploying legal concepts as 
conductors for assessment processes. We can distinguish both procedural and substantial lessons 
from legal practices. 
Ò[T]he incorporation of procedural lessons from legal practice can be expected to lead to the 
following mutual transformations between the concepts of risk and right:  
 
1) The concept of rights could change through its encounter with risk as can already be witnessed 
in the case-law of the ECHR. This procedural turn to rights led to a focus on the quality of 
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technological decision-making and obligations for access to information, participation of those 
affected and the possibility of contesting the decision.  
 
2) Conversely, the quasi-objective physical concept of risk  undergoes a normative turn through the 
articulation of the values at stake for those publics affected by these data processing technologies 
and its epistemic status as contestable evidence in legal settings.  
 
3) Lastly, there is a proportional approach to the risk–right relation . Individual rights are mediated 
with risks to public interests by assigning each a proportional weight and by striking a fair balance 
between the different conflicting interests at stake in a concrete case.  
 
In general we could try to summarize these three points by saying that fair trial considerations here 
come to apply to data protection impact assessment methods. This could transform these practices 
into due processes and contribute to the construction of due processing technologies of personal 
data.Ó (van Dijk et al., 2015).  
Due process can thus be considered an important principle for shaping the processes of data 
protection impact assessments. Furthermore, proportionality can be put forward as an important 
principle for ordering assessment questions and for certain lessons also drawn within STS research: 
Purpose specification, Legitimacy of purpose (legitimacy test), Fitness for purpose (suitability test), 
Alternatives (necessity test), Proportionality (as opposed to mere balancing). 
 
Furthermore, apart for procedural lessons, substantial lessons can also be drawn from legal practices 
with experience in dealing with fundamental rights to privacy and data protection.  When the new 
notion of a Ôprivacy riskÕ is taken seriously, the concept of risk  also undergoes a normative turn 
through the incorporation of the legal requirements of privacy and data protection law. This 
becomes especially clear in the specification of the criteria for what will constitute such a privacy 
risk, leading to the emergence of new types of harm (emotional, social, and reputational) to be taken 
into account in impact assessments. It also becomes clear in the specification of the criteria of how 
these risks are identified, especially in relation to the types of expertise required for this and the 
required notion of probability, which is at the core of both the notion of legal and risk-based 
evidence (van Dijk et al., 2015). 

 
(7) A Balance of Exceptionalism and Generics in Technology Assessment 

 
It is important to strike a balance between a generic assessment methodology vs. a technological 
sector-specific methodology. This issue came up in the DPIA research in the comparison between 
the DPIA Framework developed for RFID technologies and the DPIA Template developed for 
smart grids by expert groups. In its Opinion on the latter, the article 29 Working Party concluded 
that the methodology was overly generic: the methodology for assessing the data protection impacts 
for smart grids was too similar to the one used for assessing the data protection impacts of RFID 
technologies: ÒThe DPIA Template lacks sector-specific content. Both the risks and the controls 
listed in the template are of generic nature and only occasionally contain industry-specific guidance 
- best practice that could be genuinely useful. In a nutshell: the risks and controls do not reflect 
industry experience on what the key concerns and best practices areÓ.2 Smart grid technologies are 
developed in very different networks from those implied in the RFID. In this sector we are dealing 
with large as well as small energy grids that cross the lines between communities, states and even 
continents. Often, they deal with critical infrastructure with all the consequences for security, and 
involve very large and powerful organizations, actors and stakeholders. In the RFID sector to the 
contrary, we are dealing with small highly mobile ÒubiquitousÓ technologies in the retail sector.  
Differences between technological networks or contexts of innovation thus necessitate differences 

                                                
2  Article 29 Working Party, 2013. Opinion 4/2013 on the Data Protection Impact Assessment Template for Smart Grid 

and Smart Metering Systems. Brussels. 
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in assessment approaches and formats and a focus on the specific risks in each sector. Each 
assessment process should partly be tailored to the specificity of the technological network of 
concern. This sector-specific focus for assessment should however not lead to a loss of sight of the 
more generic assessments lessons that can be drawn from other fields of assessment. This is a 
different way of expressing the point of heritage. Thus a balance should here also be sought that is 
both tailored to the specificity of assessing the risks to the rights of privacy within a certain 
technological sector and more cross-cutting generic assessment lessons (Van Dijk & Gunnarsd—ttir, 
2014). 
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Annex I: Inventory  of Risk-Right Relations in different Institutional Spheres 
 

 
Source: (van Dijk et al., 2015) 


